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ABSTRACT 

Educational neuroscience is an emerging discipline, but it is not a uniform endeavor. There are 

different ways for it to make progress.   We describe two broad approaches, which we 

agnostically label Culture A and Culture B.   Culture A is currently the more frequent approach. 

It relies on individual differences to advance the science with a special emphasis on solving the 

challenges faced by learners with special needs. Culture B is less common.  It examines the 

effects of contextual variables on typical learners to make headway at solving theoretical 

problems in education and improving general instruction.  Both are valuable and both seek to 

improve education. By describing their differences, along with concrete examples of their logic, 

findings, and cultures of work, we hope to help both neuroscientists and educators answer a key 

question about one another’s work, “Why do they find that worth doing?”  
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INTRODUCTION 

There has been substantial theorizing on the wisdom of bridging neuroscience and the 

social sciences including economics (Camerer, Loewenstein, & Prelec, 2005), communications 

(Anderson, 2006), and political science (McDermott, 2004).  The same is true of education (e.g., 

Ansari & Coch, 2006; Bruer, 1997; Goswami, 2006; Varma, McCandliss, & Schwartz, 2008). 

There are many important issues. For example, in education, biology is an aspect of the child, 

whereas in neuroscience, the child is an aspect of biology. Nevertheless, this article does not 

consider whether neuroscience should bridge into education – it already has. Instead, we address 

the more practical question of how the bridges should be made.  What kinds of collaborations 

can see this work through? 

Educational neuroscience is often characterized with a stepping stone metaphor. For 

example, the stones might be: biology <-> neuroscience <-> cognitive neuroscience <-> 

psychology <-> educational research <-> teaching.  The stepping stone metaphor focuses on the 

flow of information from discipline to discipline. However, when thinking about how to foster 

effective interdisciplinary collaboration between individuals, we find it generative to think in 

cultural terms, rather than disciplinary ones.  In this paper, we propose two complementary 

educational neuroscience approaches. Culture A is currently the dominant approach. It has 

generally been led by behavioral neuroscientists who look to education for topics and potential 

applications of their research.  Less common, Culture B starts with educational researchers 

looking to behavioral neuroscientists to help solve broad theoretical problems in education. 

Major differences between these cultures are summarized in Table 1.  
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Table 1. Different Approaches towards Applying Neuroscience to Education. 

 

Culture A Culture B 

Initiators of Research: Behavioral Neuroscientists Educational Researchers 

 

Phenomena of Study: Biology of Individual Differences Contexts of Typical Learners 

 

Desired Educational Solve Hard Specific Solve Hard General  

Outcomes: Practical Problems Theoretical Problems 

 

Collaborative Goals: Make Incremental Progress Investigate Novel Phenomena 

 

Translation to Practice: Educators as Implementers Educators as Interpreters  
 
 
 

We do not propose that one approach is better than another.  We need both.  Rather, we 

want to delineate reasons for including Culture B within the educational neuroscience portfolio. 

For example, in most universities, educational researchers are the people who train prospective 

teachers.  Involving educational researchers in educational neuroscience from the outset means 

they will be able to think about its strengths, weaknesses, implications, and future possibilities. 

They can then pass this on to teachers-in-training.  An alternative is to treat educational 

researchers as the recipients of packaged prescriptions and facts.  This runs the risk of alienating 

the very people who are responsible for producing informed and high-quality classroom teachers 

The paper is organized around Table 1. As we discuss each entry, we present examples 

and details that may illuminate the promise of each culture and the nature of the work. We hope 

to clarify what is currently happening in educational neuroscience in a way that helps both the 

behavioral neuroscientist and educational researcher understand why (and how) the other does 
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what they do.  Dismissiveness is the enemy of innovation, and it is important to be able to 

answer the question, “Why is that interesting to them?”  

 

 

Figure 1.  How Stakeholders Envision the Social Benefits of Educational Neuroscience. 

 

PHENOMENA OF STUDY 

Figure 1 contrasts the phenomena of interest for Cultures A and B. The top of the figure 

shows a fictitious distribution of the student population. It is normally distributed with the 

majority of students near average.  Behavioral neuroscientists, who anchor Culture A, tend to 
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focus on the tails of the distribution; namely, children (and adults) with clinical problems or 

exceptional abilities (e.g., Gabrieli, 2009; Goswami, 2006; O’Boyle and Gill, 1998, Menon et al., 

2000). A theoretical interest that can be addressed by contrasting typically and atypically 

functioning brains often drives Culture A, but ideally, it can also lead to the practical application 

of neuroscientific theories for moving the tails of the distribution.  In contrast, educational 

researchers who anchor Culture B tend to focus on instruction with the goal of improving the 

average and ideally reducing the achievement gap. Their aim is to move the whole distribution 

rightward while decreasing the spread.  These differences in interests have implications for the 

nature of the work. 

Culture A: Explaining Individual Differences in Behavior and Learning 

 
The dominant approach to educational neuroscience focuses on the study of pre-existing 

individual differences.  Large behavioral differences increase the chances of finding brain 

structures and functions responsible for those differences.  One example comes from the work of 

Tsang et al. (2009).  In this study, students completed approximate addition problems.  They saw 

a prompt such as “27+14,” and their task was to choose whether “40” or “60” was closer to the 

answer.  The students exhibited reliable individual differences in accuracy.  What might explain 

these differences? 

 



7 
 

 
Figure 2.  Individual Differences in the aSLF White Tract.​  The image shows selected white 
matter tracts (rendered in green) that connect two regions of the brain for two children. 
Fractional Anisotropy is a measure of tract coherence.  In this study, the measure of coherence 
was taken near the center of the tracts (not the ends).  Children with more coherent 
(well-organized) tracts did better at an approximate addition task. 
 

From a cognitive perspective, there are several possible explanations.  For example, 

students had not learned their math facts, or perhaps, they had a poor schema for handling 

multi-digit addition.  Neuroscience explanations, on the other hand, focus on biological accounts 

of the differences.  In this study, the researchers had the students complete a brain scan after 

doing the addition problems. The scan, a type of Magnetic Resonance Imaging (MRI), measured 

the structure of the brain’s white matter. The white matter is responsible for transporting signals 

between brain regions. For this study, the focus was on the fibers that connect two regions that 

are active during approximate addition. Figure 2 contrasts the relevant pathways for two 

children. Children with more coherent (well-organized) fiber paths near the center of the tracts 

lengths did better at the approximate arithmetic task.  Even after controlling for general factors 

like age and IQ, the quality of this pathway, and not others, correlated with performance. 

The research did not determine why children had more or less coherent white matter in 
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this tract. Instead, it relied on pre-existing individual differences.  Nevertheless, the example 

hints at the biological nature of explanation in brain science (behavior explained by physical 

connections rather than psychological constructs), and how it capitalizes on individual 

differences to do its work.  

Most Culture A research capitalizes on larger individual differences than the Tsang et al 

(2009) study. The focus is often on children and adults with clinical-level difficulties compared 

to the average population.  This includes significant research on dyslexia (e.g., Goswami, 2009), 

dyscalculia (e.g., Butterworth, 2005), social disorders (e.g., Baron-Cohen & Belmonte, 2005), 

and attention difficulties (e.g., Castellanos et. al, 2006).  Focusing on clinical problems makes a 

good deal of sense.  For example, if people with a specific lack of competence commonly show 

brain differences in a particular region compared to average people, then this creates a strong 

warrant that the brain region is involved in the competence. The clinical focus also has historical 

basis. The field of neuroscience has its roots in medicine (D’Amato, 2005), and the earliest 

studies concentrated on people with serious brain abnormalities, such as lesions, and their 

concurrent serious behavioral abnormalities.  Additionally, in the United States, federal support 

largely came from the National Institutes of Health (Dorsey et. al, 2006), increasing the push 

toward solving clinical problems. Because education often reveals performance difficulties even 

after sustained opportunities to learn, it can become useful territory for finding and investigating 

clinical problems.  

One of the exciting outcomes from the clinical approach is the development of brain 

assessments that can predict dysfunction before it has had a chance to interact with learning.  For 

example, very young children with brain abnormalities in specific regions are likely to have 
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difficulties learning to read as they grow older (Gabrieli, 2009; Molfese, 2000).  As a simple 

example of why brain research can detect brain responses before behavioral manifestation, Kuhl 

et. al. (2008) used electroencephalography (EEG) to measure the electrical activity of infants’ 

brains as they listened to speech.  (EEG measures brain activity by placing electrical pickups on 

the scalp.) Kuhl was able to determine that exposure to a specific language influenced the 

infants’ abilities to discriminate language-specific sounds well before they could speak (“ta” 

versus “pa”).  Speech depends on a complex coordination among many systems including the 

vocal chords. Before infants have managed to put them all together, it is possible to measure 

whether their brains are already learning differences in sound patterns. Measuring the precursors 

of full-blown behavioral effects raises the hope of eventually developing and administering 

treatments before children have had a chance to fall behind in learning.  For example, one might 

assess those children at risk for developing difficulties based on the heritability of dyslexia.  

Cross-sectional comparison of children and adults is another method for capitalizing on 

pre-existing differences (e.g., Ansari et al, 2005).  These studies look at human development 

regardless of specific experiential influences on development. For example, Rivera et al. (2005) 

found that younger children solved simple math problems by recruiting the front regions of the 

brain (3 + 2 = 6:  True or False). These regions are often implicated in tasks that require high 

degrees of conscious control.  In contrast, older children and adults used more posterior regions 

of the brain associated with memory retrieval.  So, rather than thinking of skill development as 

strengthening a single muscle, it appears that the skill “migrated” in the brain with the 

development of expertise.  Another pre-existing differences approach, which does take into 

account large-grain differences in learning experiences, compares individuals from different 
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cultures, for example, by looking at the effects of different languages and writing systems (e.g., 

Tang et al., 2006).  

By and large, the Culture A approach to educational neuroscience focuses on explaining 

pre-existing individual differences in terms of biological mechanisms. This differs from the 

interests of many educational researchers, who are more familiar with using instructional 

treatments to create differences.  

Culture B: Explaining Instructional Effects for Average Students 

 
In preparing this article, we canvassed a number of our educator colleagues, and 

Professor Aki Murata of Stanford neatly summarized the educator’s question for neuroscience: 

“How can we teach so the brain will function in certain productive ways?”  For many 

educational researchers, the dominant approach to research is to examine how contextual factors, 

such as instructional materials or classroom environments, affect learning outcomes for typical 

students.  Context is what educators can control, so it makes sense that this is the starting point.  

Culture B begins with the question of instructional effects rather than individual 

differences.  While this is the less common approach, there are some examples of using 

instruction from the outset to examine brain organization and change (e.g., Delazer et al., 2005). 

One nice study comes from James (2010).  This study used functional magnetic resonance 

imaging (fMRI) with 4-5 year old children.  FMRI uses the same brain imaging machine as MRI, 

but it measures brain functioning rather than brain structure. When people complete different 

tasks, different parts of the grey matter (cortex) of the brain become more active and consume 

more energy.  FMRI measures blood flow that supports this energy consumption. This so-called 
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BOLD response (blood oxygenation level dependence) serves as a proxy measure for neural 

activity.  

James had children learn to recognize visual letters in one of two ways. In the visual 

recognition condition, the children named the letters.  In the drawing condition, children copied 

the letters by hand.  On a behavioral posttest, children in the drawing condition showed a modest 

advantage at recognizing letters.  James also scanned the children using fMRI to see if the two 

treatments led to different patterns of neural activity. In the scanner, children simply looked at 

letters they had seen, novel pseudo-letters, and shapes.  The children in the drawing condition 

showed increased activation in a region of the brain responsible for fine visual discriminations 

(anterior Fusiform Gyrus).  The brain difference between the two treatments only occurred for 

the letters they had learned, and not for the shapes or pseudo letters.  Thus, children who had 

completed the hands-on treatment showed task specific changes to a visual region of the brain. 

This finding is interesting for neuroscience because motor activity may have changed a 

region that is dominated by visual processing. The finding is also interesting to educators who 

wonder about the value of hands-on activities.  The study demonstrated an instructional method 

that makes the brain function in certain productive ways, just as our colleague had asked. At the 

same time, researchers in culture B need to be careful to remember that demonstrating a specific 

brain mechanism through instruction does not guarantee that the particular instructional 

intervention engages the best mechanisms possible. For example, Gibson (1969) reported that 

visually contrasting letter-like symbols side-by-side led to better recognition than copying them 

back in the 60’s.   In summary, Culture B often uses contextual manipulations including 

instruction to probe the nature of the brain, and ideally, it is also possible to consider the 
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effectiveness of these manipulations for achieving desirable educational outcomes. 

The Logic of Inquiry in Culture A and Culture B 

 
Culture A capitalizes on variability across individuals to accomplish its science.  Culture 

B creates contextual variability to support its science.  These differences influence the logic of 

inquiry. Culture A’s strength methodologically and inferentially is connecting biological 

mechanisms and behavior.  The research often focuses on how different behaviors manifest in 

the brain. For example, what are the brain differences between poor and good readers when they 

see versus hear words? By studying correlations between brain activity and behavior, researchers 

can begin to hypothesize about how changes in the brain might lead to changes in behavior. For 

instance, Temple et al. (2003) studied neural changes with reading improvement in dyslexic 

children. They started with well-established brain differences between dyslexics and 

non-dyslexics in the temporo-parietal regions of the brain during reading.  They administered an 

on-the-market training program to dyslexic children, and measured their brain responses before 

and after.  The children’s brain activity in the temporo-parietal regions increased after training, 

as did their reading abilities. The study’s focus was on the concurrence of normalized brain 

activity and improved reading performance, with less emphasis on the features of the training 

that led to each of these. The contextual manipulation primarily served to strengthen causal 

claims about the relation between brain and behavior. 

Culture B focuses on the contextual features themselves.  Culture B’s strength resides in 

connecting contextual factors to behavior on the one hand and to brain responses on the other. 

Researchers predict how a given contextual factor will lead to specific behaviors and behavioral 
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change. An instance comes from the prediction that drawing letters leads to better visual 

recognition than naming letters (James, 2010).  At the same time, a researcher might ask, how 

does this contextual difference influence the involvement of specific brain regions?  Studying the 

neural and behavioral responses to contextual factors then helps the researchers specifically 

describe the contextual effects, which can inform the next contextual manipulation. For example, 

one might consider using hands-on activities to drive superior visual recognition in other 

domains, such as learning to recognize birds, which in turn, may raise questions about the best 

types of hands-on activities. 

One way to appreciate these inquiry differences is to consider the nature of the likely 

applied outcomes.  Culture B is likely to yield solutions that will be effective manipulations to 

contextual variables such as instruction.  Contextual manipulations provide the strongest 

evidence about the effects of context on behavior.  Culture A may also focus on behavioral 

treatments, but it is not unreasonable to anticipate biological solutions.  Biological manipulations 

provide the strongest evidence about the biology of the brain and its relation to behavior. For 

example, clinical conditions, such as dyslexia, often show a strong heritable component 

(Gabrieli, 2009). Culture A researchers may look towards biologists for help in designing gene 

therapies that prevent dyslexia before a child reaches the context of reading instruction.  

THE DESIRED EDUCATIONAL OUTCOMES 

Culture A: Address Hard Practical Problems 

The theoretical contributions of Culture A are often in the domain of neuroscience, for 

example, by modeling the brain networks involved in reading. The translation between this kind 
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of brain-based model and operational educational theories is difficult. The educational outcomes 

of Culture A research are less likely to be in educational theory, and more likely to address 

difficult practical problems that can be of clinical magnitude. For example, researchers might 

develop brain-based measures of dyslexia, and help determine which sub-skills are causing 

difficulty so remediation can be precisely targeted.  The justification for this program of work, 

beyond the basic science, is the desired outcome of remediating the difficulties (e.g., Simos et 

al., 2002; Shaywitz et al., 2004). 

The program of work is largely done by behavioral neuroscientists, but there are ways 

that educators can contribute to their efforts.  One contribution involves identifying important 

educational domains that are challenging for children, and specifying the kinds of difficulties 

children experience. Educators can develop behavioral assessments that can sort children with 

respect to the difficulty.  These assessments are highly important to the individual differences 

approach.  Not only do they help pinpoint the difficulties that some children may have, but they 

also help control for other factors.  For example, in many neuroscience studies, it is common 

practice to match the participants on IQ score to ensure that any resulting individual differences 

are not due to general considerations of brain functioning, but rather they are due to selective 

difficulties.  A battery of good measures can ensure that the neuroscientist is studying dyslexia 

per se​, and not a much more diffuse problem that affects many behaviors.  

A second place that educators can contribute is by providing instruction.  Behavioral 

neuroscientists are in the business of diagnosis and explanation, and educators can help with 

models of treatment.  However, it is important to note that clinical problems often demand forms 

of instruction that may not be ideal for regular classrooms, though warranted for clinical 
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treatment (e.g., hundreds of hours of difficult repetitions accompanied by simple rewards). 

Educators who help design instruction for neuroscience may need to set aside some of what they 

know about making well-rounded students.  Producing solutions to hard clinical problems is 

unlikely to inform classroom practices in the near term, but it may affect who makes it to the 

classroom.  

Culture B: Address Hard Theoretical Problems 

Culture B takes the viewpoint of educational researchers. While most educational 

research also targets specific practical problems, such as developing the most effective curricula 

for teaching place value, much of the work is also aimed at broad theoretical debates about 

learning.  This may seem surprising given the applied nature of education.  However, orienting 

theories are important for decision-making. Educators often encounter situations that do not 

correspond to any single piece of research, and they need to make decisions to handle the 

hundreds of possible ​in situ​ factors.  In education, there are few things so practical as a good 

theory. 

People do not need to be theory experts to inform their practice.  For example, the 

Russian psychologist Lev Vygotsky is an important source of educational guidance. A typical 

educator does not need to know how Plato’s theories influenced Hegel, who in turn influenced 

Marx, from whom Vygotsky derived much of his framework. For an educator, it may be 

sufficient to understand Vygotsky’s theory that social mediation drives development when it 

occurs within the “zone of proximal development” (Vygotsky, 1978).  If nothing else, this helps 

the educator understand that focusing exclusively on cognitive aspects of learning is too narrow. 

One of the great potentials of neuroscience for education is that it can provide new types 
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of orienting theories that are useful to educators.  In a Culture B approach, one might start with 

difficult standing theoretical problems that have defied prior attempts to reach a resolution. 

There are a number of candidates including debates over ​being told​ versus ​discovery​ (Tobias & 

Duffy, 2009), ​decomposing tasks​ versus ​authentic practice​ (Barron et al., 1998), and providing 

concrete experiences​ versus ​abstract principles​ (McNeil & Uttal, 2009).  Brain-based theories 

may help to resolve some of these theoretical knots, and in the process, inspire new models of 

instruction.  We provide an extended example from our own on-going work for what this might 

look like.  

An Extended Example: The Bundling Hypothesis 

The theoretical problem we are working on is the relation between perceptual-motor 

activity and abstract understanding, particularly in early mathematics learning.  This has been a 

difficult theoretical problem, and there is a good deal of confusion among educators for how to 

think about using concrete activities including hands-on activities (Blair & Schwartz, in press). 

Cognitive science, which produces formal models of cognition, has also found it challenging to 

account for the relation of perceptual-motor activity and abstraction, with some authors 

proposing that all cognition is embodied (Lakoff & Nunez, 2000), and other authors proposing 

that all cognitive representations are amodal and independent of perceptual processing (Newell, 

1990).  Developmental psychology has also seen unresolved debates.  For example, Piaget 

(1941/1952) proposed a concrete to abstract shift in thinking through a process of reflective 

abstraction.  In contrast, Spelke (2000) proposes that core representations of abstract concepts 

are innate.  Given the long-standing difficulties of resolving the relation of perceptual-motor 

activity and abstract understanding, neuroscience-inspired theories and data may provide a fresh 
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alternative.  

 

Figure 3. The Bundling Hypothesis.​  Cultural symbol systems help bind innate 
perceptual-motor foundations to create increasingly structured mathematical understanding. 
 

Our specific example of a neuro-inspired theory is called the ​bundling hypothesis​.  One 

proposition of the theory is that people have discrete perceptual competencies, and they get 

bundled together to provide new mathematical structure and meaning.  A second proposition is 

that activity with abstract cultural symbol systems coordinates the bundling of these otherwise 

independent perceptual systems.  Figure 3 provides a schematic of this process for the natural 

numbers and then the integers, which include zero and the negative numbers.  

For the natural numbers, Robbie Case and colleagues (Case et al., 1997) hypothesized 

that number sense depends on integrating different quantitative competencies that appear 

separately in infants and animals as basic perceptual-motor schemes. For example, infants can 
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discriminate the magnitudes of events (sound, size); they can order their own physical 

movements; and, they can distinguish several objects without enumerating (i.e., subitizing). 

According to the bundling hypothesis, these discrete perceptual-motor uses of quantitative 

information are integrated through the symbolic structures of mathematics.  For example, the 

digit 5 can refer to the magnitude of a sound (5 decibels); it can refer to the order of a sound 

(fifth); and, it can refer to the amount of sounds (5 taps).   In instructional studies, Case and 

colleagues found that instruction that integrates these quantitative meanings is more effective 

than instruction that strengthens each separately (Griffin, Case, & Siegler, 1995). 

Neuroscience methods are difficult to use with very young children (they move a lot), so 

we examined the bundling hypothesis in the context of learning integers, which are often not 

taught until age 10 and beyond. Additionally, the integers are more abstract than the natural 

numbers, and therefore, they provide a better test case for the bundling hypothesis.  Integers are 

more abstract in the sense that one does not perceive negative objects.  Moreover, zero may be 

the prototypical example of an abstraction – structure without perceptual substance.  Integers 

also introduce new structure to number systems including the additive inverse (X + -X = 0) and 

the additive identity (X + 0 = X).  To make sense of these new structures, our hypothesis is that 

people recruit perceptual sub-systems that handle symmetry (e.g., Varma & Schwartz, in 

review).  
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Figure 4. Behavioral Task for Detecting if People Recruit Symmetry for a Purely Symbolic 

Task. 

Evidence on the Bundling Hypothesis 

To make headway on the hypothesis, we developed a behavioral paradigm that could 

eventually be used in an fMRI paradigm (which usually depends on many repetitive trials).  We 

asked adults to find the bisection of two symbolic digits (Tsang & Schwartz, 2009).  For 

instance, “what is the mid-point of -4 and 6?”  If people have recruited symmetry to make sense 

of the integers, then bisection problems that are closer to symmetry about zero should be solved 

more quickly.  The left side of Figure 4 shows the basic task, and the right side shows examples 

of the types of problems people received.  There were perfectly symmetric problems and 

perfectly anchored problems.  Badland problems were as far away from either as possible, and 

nearly symmetric and nearly anchored problems were somewhere in between. 
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Figure 5.  People Bisect Two Digits Faster when the Digits Approximate the Additive 
Inverse (symmetric) or are Anchored on Zero.​  Adapted from Tsang & Schwartz (2009). 

 

Figure 5 shows how long it took people to answer the bisection problems.  When 

problems were perfectly symmetric or anchored, people were very fast, presumably because 

these were well-memorized number facts.  Of more interest are the “tuning” curves.  People 

became progressively faster as the digits neared quantitative symmetry about zero.  Although the 

task was purely symbolic and the digits always appeared in the same display locations, people 

seemed to be taking advantage of the implied quantitative symmetry.  

People also responded faster as problems became more anchored (one of the digits was a 

neighbor of zero).  Was the same underlying process responsible for the improved performance 

for the symmetric and anchored sides of the curve, or was the symmetry performance due to 

symmetry specific processes?  This is where neural evidence can be useful.  It may show 

differences in underlying process despite behavioral similarities. 
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Figure 6.  Areas of the Brain that Increased Activation as Bisection Problems Increased in 
Symmetry about Zero. ​The top panel shows the location in the brain of three areas that 
increased activation as the implied symmetry of the digit pairs increased (i.e., the degree to 
which the two digits approximated the additive inverse). The bottom panel plots the activation 
changes as the digit pairs became more and less symmetric. All areas of the brain are constantly 
active, and percent signal change refers to the change in activity over a baseline level.  
 

We conducted the same study in an fMRI paradigm (Tsang et al, 2010).  Figure 6 shows 

three regions that increased activity as problems became more symmetric.  These three regions 

did not show increased activity as problems became more anchored, despite similar reductions in 

response time.  The results suggest that these regions are capitalizing on the implied symmetry to 

help complete the task.  Supporting this interpretation, the left Inferior LO (lateral occipital) 

cortex is implicated in the perception of visually symmetric stimuli (Sasaki, Vanduffel, Knutsen, 

Tyler, & Tootell, 2005; Tyler et al., 2005) and regions close to the right MTG (medial temporal 



22 
 

gyrus)  and nearby superior temporal regions are implicated in visual bisection tasks (Wilkinson 

& Halligan, 2003; de Schotten et al., 2005). 

 

Figure 7.  New Models of Instruction to Help Students Learn the Integers with an 
Emphasis on Symmetry. 

 

Implications for Future Research and Practice 

 The fMRI data provide initial support for the bundling hypothesis.  In the case of the 

integers, the brain appears to recruit relevant perceptual abilities to help make the mathematical 
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abstractions meaningful and support mathematical operations.  The results suggest that 

introducing symmetry into early integer instruction may be useful. 

Therefore, we have been developing hands-on activities (Figure 7, top panel) and 

computer games (bottom panel) that emphasize symmetric relations about zero.  These materials 

are different from the common approaches to teaching negative numbers, which often emphasize 

walking back and forth along a number line (the ordering aspects of integers but not their 

symmetric properties).  Our behavioral hypothesis is that enabling students to recruit and 

integrate symmetry into their representation of number will produce a stronger foundation in the 

integers, which will support future learning in topics like algebra. Our brain hypothesis is that 

children who complete these activities will also show more recruitment of the brain regions 

involved in visual symmetry for problems relevant to the additive inverse.  Finally, the 

instructional materials enable us to examine broader theoretical claims, such as the role of 

cultural symbols in recruiting and bundling perceptual systems.  For example, a control condition 

could complete the same symmetry-based activities without the integer digits being present. 

(They would have separate more traditional lessons on the integers.)  The bundling hypothesis 

predicts that they will not incorporate symmetry into their representation of the integers as a 

result of this instruction.  

The purpose of this extended example is to give an idea of how the Culture B approach 

can make headway.  By taking on hard theoretical problems relevant to instruction, it is possible 

to generate new types of theories that can clarify long-standing debates.  Additionally, the 

instantiation of the theory in specific topics, such as learning integers, begins to generate new 

testable ideas about instruction and its effects on both behavior and brain organization.  Time 
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will tell whether this instance of Culture B achieves its aspirations. In the meantime, it provides a 

workable complement to Culture A for bridging education and neuroscience.  

INTERDISCIPLINARY COLLABORATION 

For both Cultures A and B, collaboration is central. Currently, there are very few 

educational neuroscientists, so the work depends on interdisciplinary collaborations. We begin 

by describing what we take as the standard approach to these collaborations.  We then suggest an 

alternative approach and provide an example. These types of collaborations may best be 

understood through the metaphor of building a relationship.  While some of the metaphor is 

tongue in cheek, the quotes that we include are paraphrases of statements we have heard over the 

years, and typically more than once. 

The Typical Stages of Collaboration 

Stage 0: Blind Dating​. For example, a researcher may want to submit a grant that has an 

educational neuroscience component.  Because the person cannot cover all the requisite 

disciplines, he or she starts to send emails to possible collaborators.  After a few exchanges, there 

is a first meeting. 

Stage 1: Borrowing.​  Much like people may borrow a cup of sugar to pursue a 

relationship, researchers may ask if they can borrow some expertise and connections.  For 

example, the neuroscientist might ask, “Can you get me subjects from the schools?” or “Do you 

have a validated test of math dysfunction?”  The educational researcher might ask, “Can you 

scan my students writing a poem?”  The questions are naturally naïve because both parties are 

making assumptions about what the other person knows and does.  
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Stage 2: Giving​.  When deepening a relationship, people may ask a partner to take on a 

small responsibility, for example, taking care of a plant.  Similarly, researchers further test the 

waters by granting/requesting small responsibilities. For the neuroscientist, the request might be, 

“Would you take care of my need to teach kids nonsense syllables?”  For the educator, it might 

be, “I have this kid is who having a really hard time.  Could you scan him to see what it is?” 

Bruce McCandliss, an educational neuroscientist, has referred to the collaborative activity in the 

Borrowing and Giving stages as, “throwing a cow over the fence” (personal communication). 

There is a belief that it is possible to partition the tasks so fully that the collaboration involves 

throwing things back and forth rather than each party trying to understand both the biological 

and contextual questions.  

Stage 3: Moving in.​ As relationships become more serious, one person may move into the 

home of another. An educational researcher may work on the neuroscientist’s problems, or vice 

versa. It can be difficult to retain one’s identity in the other person’s house.  It is possible, but it 

is hard to sustain the active intellectual identity, questions, and sensibilities that led one to want 

to collaborate in the first place. 

Incremental Progress versus Novel Phenomena 

Several aspects of the preceding model work well when there are mature relations 

between fields.  For example, when building a space telescope, it is possible to partition the task 

by different types of disciplinary expertise and hand-off results between one another.  The 

specific contributions of each discipline can be well-coordinated within an overarching plan and 

the common explanatory paradigm of physics and the language of mathematics.  Collaborations 

within Culture A often aspire to this level of maturation.  For example, the neuroscientists will 
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take care of the brain-based hypotheses, and educators will take care of the behavioral 

assessments and instruction.   The model is one of incremental progress, where educators can 

help neuroscientists take the next step in addressing their well-formed brain-based questions. 

The assumption of having someone move into your research house is typically that they will help 

you make progress on what you are doing, not transform what you are doing.  

To help develop Culture B, we suggest a different model of collaboration.  Giyoo Hatano 

(Hatano & Inagaki, 1986) made a distinction between routine experts and adaptive experts. 

Routine experts are highly efficient at recurrent tasks in their domain of expertise.  If a 

collaboration forms that lets people stay within their routine expertise, they will have little reason 

to stretch to understand another intellectual agenda deeply.  This is not an ideal collaboration, 

because it diminishes the odds of cashing out the interdisciplinary promise for theory and 

evidence that are important to both neuroscientists and educators.  

In contrast to a routine expert, Hatano described adaptive experts as people who take on 

new types of challenges and have the knowledge and dispositions to do so.  One of the 

pre-requisites for developing adaptive expertise is being in situations where it is possible to 

explore rather than just perform.  To encourage an adaptive expert approach to developing 

Culture B, we suggest building a new house for the relationship rather than moving into one 

person’s or another’s.  One way to foster this type of collaboration is to begin with a newly 

discovered phenomenon that is not directly within any of the collaborators’ immediate expertise. 

Our example comes from work in a science of learning center funded by the U.S. 

National Science Foundation.  The center is called LIFE, which stands for Learning in Informal 

and Formal Environments (www.life.org).  The center was explicitly funded to do 
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transformative, interdisciplinary work on the topic of learning.  In the early days of the center, 

the research scientists were already pursuing important questions of their own.  They naturally 

wanted people to move into their homes.  In some cases, this worked, but a group of faculty 

decided to go after a new phenomenon to see if people could “let go” of their routine expertise 

and join together to work on a novel (to them) problem. 

It took over a year of weekly meetings to gain traction.  The group ultimately decided to 

see if they could generate a new behavioral phenomenon that sits between the stepping stones of 

neuroscience and education. They also decided to start with a theoretical bottleneck in the 

learning sciences.  A very large literature on social facilitation has demonstrated that the mere 

presence of others nearby improves performance for simple tasks but interferes with complex 

learning (Bond & Titus, 1983).  In contrast, a substantial literature on group interaction shows 

that social exchange often improves complex learning compared to working alone (e.g., Slavin, 

1996).  To reconcile these two bodies of work, the experiments examined social facilitation in an 

interactive context.  In the original social facilitation research of decades past, it was not possible 

to exert sufficient control when people interacted, so it was impossible to compare interacting 

with a person versus interacting with a non-person.  In the key study by the LIFE group, 

participants had identical interactions with a graphical character in virtual reality. The 

manipulation was whether they thought the character represented a live person or a computer 

(Okita, Bailenson, & Schwartz, 2007). People who thought they were interacting with a person 

showed superior learning of a complex science topic, and the learning was correlated with the 

greater levels of arousal in the social condition.  As it turned out, interaction was key to the 

effects – just listening to a person was little better than interacting with a computer.  
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The advantage of finding a phenomenon at the middle of the stepping stones is that it 

could grow in both directions. The neuroscientists in the group used the “social belief” effect to 

test a basic question about memory (Chen, Shohamy, Ross, Reeves, & Wagner, 2008).  They 

took the social belief manipulation into the scanner. They had to change the content so it was 

possible to get the many trials necessary to detect memory effects, but they retained the 

manipulation where participants either thought they were interacting with a person or a 

computer.  The study helped clarify the separable roles of the basal ganglia and the hippocampus 

for different types of memory encoding. At the same time, the results indicated that the social 

condition led to increased amygdala activation, which is associated with reward and may drive 

associations among declarative facts. Thus, the behavioral phenomena permitted a test of a 

question dear to the neuroscientists, while at the same time the fMRI work began to develop the 

brain-based explanation for the behavioral effect. 

 

 

Figure 8.  Teachable Agents Software Used to Test whether the “Mere Belief” of Teaching 
an Agent Led to Better Learning.​  The left panel shows the teaching interface, where children 
can add nodes and links, and ask their agent to answer questions, and see how the agent reached 
its answer.  The right panel shows the agents answering questions in an on-line game show, 
where the children wager on whether their agent will give the right answer.  
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In the meantime, another set of the researchers looked to the classroom.  They used a 

technology called a Teachable Agent (Biswas, Leelawong, Schwartz, Vye, & TAG-V, 2005; 

Chin et al., in press).  The left panel of Figure 8 shows the teaching interface.  Students teach a 

graphical agent by making a causal map of nodes and links.  The agent uses simple artificial 

intelligence techniques to reason about what it has been taught.  The right panel shows the agent 

answering questions in an on-line game show that students play.  The host asks the agents 

questions, and the students wager on whether the agents will give the correct answers.  

In one series of classroom studies (Chase, Chin, Oppezzo, & Schwartz, 2009), the 

teachers told the children in a Teach condition that they were teaching an agent about biology – 

the graphical character on the screen represented their pupil.  In a Self condition, the children 

used the exact same software.  The difference was that the teachers told the students that they 

were using a new type of intelligent software to learn, and there was no metaphor of teaching an 

agent.  The graphical character simply represented the student him or herself.  The Teach 

students learned more as measured on a posttest. The effect was especially pronounced for the 

lower-achieving students.  In a subsequent protocol study, it turned out that the Teachable Agent 

provided an ego-protective buffer.  When the agent gave an incorrect answer, the students took 

responsibility rather than ignoring the failure.  This finding has led the group to consider that the 

effect of “social belief” may be especially tied to negative feedback, which is leading to a new 

round of fMRI work as well as extensions to new uses of learning technologies that manipulate 

the implied socialness of the experience, for example, by literally taking the visual point of view 

of another (Lindgren, in review).  
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In this example of our proposed Culture B collaboration, it is useful to note that the 

researchers were not working together to create a single explanation or mechanism.  Instead, they 

were taking a novel phenomenon that they could address at biological, behavioral, or educational 

levels of explanation. The scientists were trying to produce a corridor of explanation.  Each level 

of analysis tried to understand the phenomenon at that level of explanation. It is unreasonable to 

expect a single explanation of all the levels, from brain to classroom.   However, because of the 

similarity of the contextual manipulation, it is possible to start making informed links between 

the levels.  Ideally, the different levels of explanation will fully link up, much like the different 

levels of biological explanation have managed to explain themselves on their own terms, while 

chaining connections across different scales (e.g., ecosystems to organisms to cells).   Whether 

educational neuroscience will ever generate a mature corridor of explanation is a good question. 

In the meantime, the approach was extremely generative and produced a number of useful 

studies in their own right. 

TRANSLATING THE RESEARCH 

As neuroscience gains traction on educational issues, how will its findings be translated 

to practitioners?  The rise of “neuro-myths” tells us something important.  People like to think 

with brain-based explanations, and many teachers in the U.S. are enamored of them.  One can 

imagine a number of possibilities for why this is so.  For example, neuroscience has the 

credibility of a ​real​ science; Americans are materialists and therefore prefer material 

explanations; teachers can use brain explanations to abnegate responsibility (“something is 

wrong with that kid’s wiring”).  A different guess is that people are very good at creating and 

reasoning with spatial mental models (e.g., Kieras & Boviar, 1984).  If one returns to Figure 2, 
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which shows the white matter fibers, it is not hard to generate explanations for how differences 

in physical structure would cause differences in behavior.  Compared to reasoning about abstract 

constructs such as metacognition, schemas, or the compilation of declarative facts into 

procedural skills, thinking about physical connections seems quite easy.  Carol Dweck, for 

example, has been successful at teaching children that their brains are plastic, which has led to 

more mastery behaviors on the children’s part (​http://www.brainology.us​; Blackwell, 

Trzesniewski, & Dweck, 2007).  It is not as though children do not regularly hear they can learn. 

However, the spatial model of the brain makes it easier for them to think about learning and 

change.  Of course, ease does not mean accuracy, which is why neuro-myths arise.  Therefore, it 

is important for us to translate results well. 

One approach to translation can be described with an analogy: Neuroscience findings are 

to educators, as drugs are to pharmacists.  In this model, educational neuroscientists come up 

with prescriptions, and it is the job of the educator to dispense them with care.   The model 

works well for many types of innovations, and it is primarily about implementation and going to 

scale, rather than translating findings so people can think about them for themselves.  This 

implementation approach concerns us, however, because it is likely to be quite alienating to 

educational researchers, who are generally the people who teach the educators. The risk of 

alienation is already presaged by a common reaction to neuroscience research among education 

faculty, “What does it matter where it lights up in the brain, if I can already see the behavior?”  

A second analogy captures an alternative translational approach: Neuroscience findings 

are to educators, as drugs are to doctors. In this model, educators have the skill to interpret 

findings, not just dispense prescriptions.  They need some understanding of the science and not 

http://www.brainology.us/
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just packaged results.  Knowing a few facts can help people imagine and evaluate the 

possibilities, and they may even be an incentive to learn more.  

What type of translational curriculum could support educators to adopt an 

interpretation-heavy use of neuroscience findings? Current approaches appear to favor the 

biology of the brain with a heavy dose of anatomy and neuro-transmitters. We respectfully 

suggest it may be worthwhile to weight the content of lessons for educators more towards the 

methods of neuroscience.  Nearly all educational science standards emphasize tools and methods 

of inquiry, and so it should be with educational neuroscience.  With a modest grasp, people can 

begin to think about what is and is not possible.  For example, many of our educator colleagues 

find surprising the large number of stimuli repetitions necessary in fMRI (to separate the signal 

from noise). Moreover, educators may not know that people are restricted to little finger 

movements to indicate a response.  For people interested in the effects of context, these details 

resonate because they help create a contextual model for what types of research can and cannot 

be done in the scanner.  

Of course, some methods are esoteric and less important for translation, even if they are 

essential to the science itself.  For example, it probably is unnecessary to teach voxel-wise alpha 

correction. But, knowing about the subtraction methodology of fMRI is essential for interpreting 

the brain images found in the neuroscience reports.  Picking which methodological facts to 

present is no different from developing any curriculum, and it takes some experience and 

thoughtfulness.  Translation work should provide people with an entry to how the science does 

its work and not solely its findings or prescriptions. 

CONCLUSION 
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In summary, we have tried to clarify two possible cultures of educational neuroscience. 

Their differences are largely practical and cultural rather than theoretical. We have drawn the 

distinctions in strong relief, and of course, there is nuance.  Even so, well-defined contrasting 

cases help people discern features they might have otherwise overlooked, much as tasting wines 

side-by-side can highlight flavors missed when tasting a single wine alone.  

At the same time that Cultures A and B differ, they both show signs of a similar and 

profound philosophical shift regarding mind-body dualism. The basic philosophies by which we 

organize the world are often beset with irreconcilable dualisms.  In ancient times, the dichotomy 

was between the perfect heavens and the imperfect world.  Since Descartes, a dominant dualism 

has separated mind and body.  For example, how could a sense of purpose arise from chemicals? 

The famous philosopher of science, Thomas Kuhn, pointed out that a characteristic of scientific 

revolutions is not that they always resolve dualisms.  But, rather those dualisms become 

irrelevant as interest and explanation move into a new historical paradigm.  For both Culture A 

and B, the dualism of mind and body seems non-problematic – whatever categorical differences 

separate mind and brain, these do not seem to impede the practical or scientific progress of 

educational neuroscience, and they are not a major focus of theorizing.  Our hope is that a new 

dualism does not take its place, namely a dichotomy between the highly contextual and 

sociological phenomena of education and the biological and often genetic phenomena of 

neuroscience.  
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