
International Journal of Artificial Intelligence in Education Volume# (2016) Number 
IOS Press 

1560-4292/08/$17.00 © YYYY – IOS Press and the authors. All rights reserved. 

The final publication is available at Springer via http://dx.doi.org/10.1007/s40593-016-0137-5. 
 
 

Assessing Whether Students Seek Constructive Criticism: The 
Design of an Automated Feedback System for a Graphic Design 
Task 
 
Maria Cutumisu1, Kristen P. Blair2, Doris B. Chin2, Daniel L. Schwartz2  
 
Abstract. We introduce a choice-based assessment strategy that measures students’ choices to seek constructive 
feedback and to revise their work. We present the feedback system of a game we designed to assess whether students 
choose positive or negative feedback and choose to revise their posters in the context of a poster design task, where 
they learn graphic design principles from feedback. We then describe an empirical study that sampled one hundred 
and six students from a US middle school to evaluate the feedback system. We make the following contributions: (1) 
describe the design and implementation of a novel feedback system embedded in an assessment game, Posterlet, (2) 
outline an approach to analyze graphic design principles automatically to provide contextual feedback in a novel 
poster design domain, (3) show that choices to seek negative feedback and to revise correlate with in-game 
performance, and most importantly, (4) show that choices correlate with in-school achievement: the choice to revise 
correlated with both in-school performance measures (Science and Mathematics grades), while the choice to seek 
negative feedback correlated with students’ prior standardized scores in Mathematics. 
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INTRODUCTION 
 
The main purpose of formative assessments is to promote learning rather than just “accountability, 
ranking, or competence” (Black & Wiliam, 2004; 2009). While the literature shows strong evidence of an 
increase in students’ performance when formative assessments are employed (Black & Wiliam, 1998), 
these assessments are not always implemented in the classroom. The pervasiveness of massive open 
online courses (MOOCs) calls for scalable formative assessments that can provide immediate, dynamic, 
and responsive feedback customized to the user and to the learning domain and context. Most learning 
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environments that support feedback are designed for structured domains, such as mathematics, and 
provide little agency to the users regarding when and how to receive feedback. 

Feedback provides information related to a person’s performance or understanding (Hattie & 
Timperley, 2007) and, thus, it is an important, though often neglected, component of the learning process. 
Consider that most innovations introduced in schools (e.g., computer-assisted instruction, peer tutoring) 
improve achievement by about 0.4 of a standard deviation (Hattie, 1999). In contrast, twelve meta-
analyses focusing on feedback in classrooms, which included 196 studies and 6,972 effect sizes (Hattie, 
1999; Hattie & Timperley, 2007), found that the average effect of feedback was nearly double (0.79 SD), 
surpassing the effects of students’ prior cognitive ability (0.71) and homework (0.41). Concomitantly, 
Kluger and DeNisi (1996; 1998) found in their meta-analysis comprising 131 research studies that 
feedback was detrimental to learning performance in a third of the studies. The feedback literature 
distinguishes between the effects of positive versus negative (i.e., critical) feedback. When it is 
accompanied by corrective information, negative feedback may reduce the discrepancy between 
understanding and response, in which case it can help people identify skills they should adopt or improve 
(Dweck & Leggett, 1998; Nussbaum & Dweck, 2008; Trope & Neter, 1994). It also tends to be more 
effective for continued performance than positive feedback, presumably because positive feedback 
indicates that one has done enough, whereas negative feedback indicates the need for a change (Hattie & 
Timperley, 2007). However, critical feedback runs the risk of negative affect and it can trigger ego threat 
(Kluger & DeNisi, 1998).  

The feedback literature was launched from the behaviorist tradition (Thorndike, 1927). Thus, most 
studies focus on supervised feedback, where it is up to the teacher, experimenter, or computer to decide 
when and how to deliver feedback. However, in many situations, people need to actively seek feedback. In 
organizational studies, research on feedback seeking has focused mainly on work performance outcomes 
(Ashford & Cummings, 1983; Anseel et al., 2013). Little is known about the implications of students’ 
feedback choices on their learning or about variables that influence students’ feedback choices, but 
researchers acknowledge the importance of the mechanisms underlying feedback for learning. We view 
feedback choice as an important construct for self-regulated learning. Feedback that is informative and 
actionable for learners is a crucial factor in developing mastery (Ericsson, Krampe, & Tesch-Römer, 1993; 
Schwartz, Tsang, & Blair, 2016), especially when it is provided immediately (Kulik & Kulik, 1987). 
Zimmerman (1990) included responsiveness to self-oriented feedback among three critical features of 
students’ self-regulated learning strategies. For example, revision is an important activity often triggered 
by critical feedback.  

In this manuscript, we focus on students’ choices to seek negative feedback and to revise, and we 
describe Posterlet, a game-based assessment instrument we developed to measure these choices. Posterlet 
was designed following the principles of choice-based assessments (Schwartz & Arena, 2013) that focus 
on assessing students’ learning processes, rather than only their learning outcomes. The underlying 
principles include: (1) preparation for future learning (PFL; Bransford & Schwartz, 1999) - provide 
students with learning opportunities during the assessment, (2) free choice – provide students with 
multiple pathways to complete the assessment regardless of their choices, and (3) typical performance – 
provide students with the conditions in which they can perform their natural, rather than maximal or test, 
behaviors (Klehe & Anderson, 2007). Game-based assessments, such as Posterlet, collect process data 
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(e.g., the choices students make while learning in new contexts) instead of relying on self-report measures 
and pen-and-paper tests. Our choice-based assessment approach is similar to other computer-based 
learning technologies that collect and analyze process data. For example, domain-specific intelligent 
tutoring systems (ITSs; Corbett & Anderson, 2001; Koedinger, Anderson, Hadley, & Mark, 1997) collect 
measurements mainly to determine ways to help students learn more domain-specific cognitive skills from 
the system, which is an important goal. However, our aim is to examine whether various forms of self-
regulated learning (SRL) instruction prepare students to learn in new contexts. For example, in a different 
study, we taught design thinking skills (e.g., seeking negative feedback from peers and instructors) to 
middle-school students for five weeks as part of their regular classroom instruction (Conlin, Chin, Blair, 
Cutumisu, & Schwartz, 2015). We integrated the instruction into their existing curriculum via several 
subject areas (Math, Social Studies, and Science). At the end of the five-week classroom-based 
instruction, we employed Posterlet as a post-test to assess how well students learned to seek negative 
feedback. This research presents an approach to assessment that examines key student choices while 
learning, rather than only the outcomes of learning. 

Much research has already been conducted in domain-general metacognitive tutoring systems to 
assess metacognitive tutoring, its impact on learning outcomes, and its transfer capacity (Aleven & 
Koedinger, 2000; Clark & Mayer, 2016; Conati & Vanlehn, 2000; Roll, Aleven, McLaren, & Koedinger, 
2011; Roll, Baker, Aleven, & Koedinger, 2014). Similar to Posterlet, these approaches have empirically 
shown examples of metacognitive tutoring strategies based on students’ domain-general choices that 
positively impacted students’ learning outcomes within the tutoring system, outside of the tutoring system, 
and transferred to other contexts. Moreover, the feedback system that stands at the core of the Posterlet 
assessment game draws from the constraint-based tutoring architecture (Mitrovic & Ohlsson, 2016). 
Specifically, the domain model is capable of evaluating a given poster and providing feedback to the 
students, without providing hints on how to improve performance.  

Although our approach is similar to that of learner-control domain-general metacognitive tutoring 
systems, there are several main distinctions. First, the Posterlet game is not designed to be a tutoring 
system. Specifically, the game does not teach learning strategies, such as choosing negative feedback or 
choosing to revise. Thus, we do not expect students to choose negative feedback more or to choose to 
revise more by the end of the game, and we did not find this effect in our studies. Second, the purpose of 
the game is not to teach domain knowledge skills (e.g., graphic design principles for poster design). 
Players are not guided through tutorials about graphic design principles, but they have at most two 
chances on each poster (i.e., the second feedback choice of the same valence is always uninformative) to 
find out information about their use of a graphic design rule (i.e., feedback) and not about how to use that 
rule (i.e., help). Instead, Posterlet is designed as an instrument that assesses how often students choose to 
seek negative feedback and to revise. Lastly, Posterlet targets a novel open-ended domain, poster design. 

We have previously described the Posterlet assessment system, which enables us to measure the 
influence of feedback and revision choices on learning in an open-ended environment. In this article, we 
focus particularly on the design of the underlying feedback system that automatically evaluates posters for 
the use of 21 graphic design principles and subsequently generates a pool of positive and negative 
feedback. Players have an opportunity to choose either positive or negative feedback from virtual 
characters, as well as to choose to revise their current poster after reading the feedback for that poster. It is 
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important to note that (a) both types of feedback are designed to be equally informative and (b) negative 
feedback here denotes constructive criticism and not punishment. Prior studies of Posterlet have shown 
that seeking negative feedback and revising are good choices for learning in the context of the graphic 
design domain. We found evidence that seeking negative feedback and revising in the game was 
associated with enhanced performance (as measured by final poster quality), as well as improved learning 
(as measured by a follow-up test of graphic design principles; Cutumisu, Blair, Chin, & Schwartz, 2015).  

Replicating some of our prior findings, we present previously unreported data examining the 
relationship between in-game choices, in-game performance, and school achievement. Specifically, we 
conducted a study to address the following research questions:  
1) Do students’ feedback and revision choices relate to learning in the assessment environment? 
2) Do students’ feedback and revision choices relate to outside measures of school achievement? 

  
POSTERLET: A GAME TO ASSESS STUDENTS’ LEARNING CHOICES IN A POSTER 
DESIGN CONTEXT 

 
In the Posterlet game, the player is a member of the organizing committee for the school’s Fun Fair with 
the task of designing posters for three activity booths (see Figure 1 for game flow).  
 

 

 
 

Figure 1. Posterlet game design flow. (Reprinted from Cutumisu, Blair, Chin, and Schwartz, 2015.) 



 5 

First, the player chooses a theme (e.g., basketball toss, science of bubbles, estimation station, pie-baking, 
and “light it up” electricity). Next, the player designs the poster, adding text phrases and graphics from a 
pre-populated text and graphics palette, respectively, on the canvas. The player may adjust the text and 
background colors, the size of the text boxes and graphics, the font’s size, style, and alignment, or the 
location of the items. The text palette provides a set of phrases that are common to all themes (e.g., the 
time and place of the event) or that are specific to each booth theme (e.g., the booth descriptions). 
Similarly, the graphics palette provides a set of five graphics for each booth theme (e.g., a hoop for the 
basketball toss theme). When the player indicates that the poster is ready by pressing the “Test” button in 
Step 2, twelve animal characters gather to view the poster and form their opinions about that poster. Then, 
the player selects three of these characters and asks each of them to provide feedback. Each character 
displays two boxes: one that corresponds to positive feedback (“I like…”) and one that corresponds to 
negative feedback (“I don’t like…”), as illustrated by Step 4 and Figure 2.  
 

 

 
The player may only click on one of these two boxes per character, choosing either positive or negative 
feedback from each character. For example, when choosing positive feedback, the player may receive the 

Figure 2. Students may choose either positive or negative feedback from each character. Here, a student chose 
one positive feedback from the elephant, one negative feedback from the lion, and nothing yet from the panda. 

(Reprinted from Cutumisu, Blair, Chin, and Schwartz, 2015.) 
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following message: “It is good that the text is large enough to read.” The equivalent message when the 
user chooses negative feedback is the following: “It is hard to read. The text is too small.” Then, the 
player reads the feedback, as shown in Step 5. It is important to note that positive and negative feedback 
messages were deliberately designed to match for length and informational value to avoid confounding the 
message valence with the message content. Finally, the player chooses to revise or submit the poster. 
There is only one round of feedback and revision for each poster; the player is not offered feedback after 
revising a poster. Upon poster submission, the player sees the poster’s score (i.e., number of tickets sold 
for that booth), as shown in Step 7. The computation of the score is detailed in the Method section. The 
game has three rounds, with a total of nine feedback choices and three revision choices. 

 
FEEDBACK SYSTEM’S GRAPHIC ANALYSIS: DESIGN AND IMPLEMENTATION 
 
We designed our feedback system as a visual graphic analyzer that evaluates an open-ended design 
domain and creates customized feedback for learners. The goal of the system is two-fold: 1) to generate a 
feedback message based on the content of a poster, on the feedback valence (positive or negative) chosen 
by the player, and on the player’s history throughout the game, and (2) to collect data regarding players’ 
choices and task performance The feedback system evaluates each poster and generates a pool of eligible 
feedback messages. These messages are ordered by a priority scheme and distributed to players according 
to their choices for positive or negative feedback. 
 
Feedback Generation  
 
When the player submits a poster, the feedback system evaluates that poster on 21 dimensions of interest 
(see Table 1). These features represent simplified rules of graphic design gathered from a consulting 
professional graphic artist. 
 

Table 1. The 21 graphic design principles evaluated for each poster by our system for feedback generation. 
(Adapted from Cutumisu, Blair, Chin, and Schwartz, 2015.) 

Information Readability Space Use 
location present text within bounding box space used by graphics within range 

date given text size large enough top half used 
time given font style readable bottom half used 

ticket price given text & graphics disjoint graphics spaced away from edge 
booth description present text & text disjoint text spaced away from edge 

graphics relevant graphics size large enough text spaced away from other text 
text present text contrast high -- 

graphics present -- -- 
 
We grouped these composition rules into three categories: (1) Relevant Information: important details 

of the event promoted by the poster (e.g., date, time, and location), (2) Readability: visibility of poster text 
and graphics (e.g., color contrast between the text and the background, font and graphics size), and (3) 
Space Use: use of space on the poster canvas (e.g., distance between the text and the edge of the poster). 
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There is an additional fourth category, called uninformative feedback, which does not provide any task-
related information to the player (e.g., positive: “I like fairs” or negative: “I don’t really like fairs”).  

The system starts by checking the correctness of the poster’s entities (i.e., text boxes and graphics) in 
the order in which they were placed on the canvas. For each entity, the system checks all the rules 
applicable to that entity and determines whether each rule was used correctly, incorrectly, or not used at 
all. For instance, to analyze a rule about color contrast between the text and the background, we 
implemented an algorithm that computed contrast and relative luminance (Luminance Algorithm, 2016). 
The same rule could be applied both correctly and incorrectly on a poster, for different entities. For 
example, a player could add two text boxes with different text colors on a poster, one text box creating a 
low contrast and the other creating a high contrast with the poster’s background color. This would trigger 
an incorrect use and a correct use, respectively, of the color contrast rule. Some rules check a feature in 
isolation (e.g., location present) and return a binary result. Others take into account the rest of the entities 
on the poster (e.g., overlap between text and graphics). For instance, two text boxes placed side by side 
that touch, but do not overlap, trigger an incorrect use of a “text spaced away from other text” rule, only if 
the text of the left text box is aligned to the right and the text of the right text box is aligned to the left. 
Finally, rules such as “graphics relevant to the poster’s theme” rely on the booth’s theme and a list of pre-
populated relevant graphics for each theme maintained by the system, so that a soccer ball used on a 
basketball poster would trigger an incorrect use of this rule. As a result of evaluating the graphic design 
principles for a poster, the system builds an array of rule objects. Each rule object contains a feature (e.g., 
text size), the number of correct uses of that feature, the number of incorrect uses of that feature, the 
feature’s order within the feedback set presented to the player, a positive feedback message, and a 
negative feedback message. 
 
Feedback Prioritization 

 
We prioritized the feedback features to ensure a) balanced coverage of the design features, b) non-
repetition of feedback, and c) alternation of informative and uninformative feedback within a feedback 
valence to avoid cognitive overload of feedback information for younger participants (see Figure 3). 

 

 

 

Figure 3. Posterlet’s feedback priority: Informative Categories are prioritized from left to right, alternating with 
the Uninformative Category. Features are prioritized from top to bottom within a category. 
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Balanced Coverage. To ensure that the features covered all categories equally, we first prioritized the 
three informative feature categories from highest (Relevant Information) to medium (Readability) to 
lowest (Space Use) priority. Second, we prioritized the features within each category (e.g., “location” has 
a higher priority than “date” in the Relevant Information category) to ensure that the highest priority 
feature is always selected from each category. Every time the player chooses feedback, the system first 
iterates through the three informative feedback categories, followed by the fourth uninformative category, 
searching for the first eligible feature with the highest priority (shown in Figure 3), based on the array of 
rules extracted from the poster upon its submission. Initially, this category is Relevant Information. If a 
suitable feature is found in this category, the feature is retrieved, the search ends, and a feedback message 
is displayed to the player (detailed in the Feedback Message Retrieval section). A subsequent search 
continues in the next informative category. If no feature is eligible in any of the three informative 
categories (e.g., when all eligible features have been exhausted from all informative categories), the 
system selects a feedback message from the Uninformative Feedback Category, shown in Figure 3. The 
pseudo-code of the feature-retrieval technique and of the algorithm we designed and implemented in 
JavaScript for our feedback system are presented in Table 2 and Table 3. 
 

Table 2. Find an eligible feedback feature for the feedback valence chosen by the player 

// Return the highest priority feature available for the valence chosen by the player. 
findFeedbackFeature (rules, valence): 
 
  // Default message: uninformative 
  feature ← uninformative 
  // Iterate through all four categories 
  for category in categories 
    // Select a feature for a category and feedback valence 
    for feat in category 

if feat unused and applicable for valence 
   turn feat off 
   feature ← feat 
   return feature 
// end if 

    // end for 
  // end for 
  return feature 

 
Table 3. The algorithm underlying the feedback system 

Algorithm: 
 
// 1: Build the rules array 
// When the player submits a poster, parse that poster and update the array of rule objects.  
rules ← parsePoster(poster) 
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// 2: Find an eligible feedback feature based on the poster rules and chosen feedback valence.  
feature ← findFeedbackFeature (rules, valence) 
 
// 3: Retrieve a feedback message for the player  
// Generate a feedback message for an eligible feature and the chosen feedback valence. 
 message ← retrieveFeedbackMessage(rules, feature, valence)  

 
Non-repetition. Players do not receive feedback on the same feature twice, regardless of the feedback 

valence they chose. The system manages the eligibility of the features by employing an array that keeps 
track of the status (on or off) of each feature as the player selects feedback. For example, when the player 
chooses positive feedback, the system retrieves the first eligible feature (i.e., used correctly by the player 
on that poster and that was not presented to that player before). A feedback feature presented to a player is 
turned off subsequently. One of the most important conditions for feedback effectiveness is the extent to 
which feedback is easy to understand and to relate to the student’s previous knowledge (Hattie & 
Timperley, 2007). Creating customized feedback that takes into account the student’s performance across 
all the posters aims to satisfy this condition. Additionally, we wanted to avoid a scenario in which a virtual 
character provided the same feedback on the same feature to the same player twice. This principle aims to 
maximize the number of different graphic design rules a player would encounter and to provide a more 
natural interaction of the player with the virtual characters. For example, in most online games, meeting 
the same virtual characters again prompts them to change their greetings or behaviors to create the illusion 
of a rapport with the player. 

Alternation of Informative versus Uninformative Feedback. To address a potential information 
overload for some of the younger players, the priority scheme also ensures that feedback of the same 
valence alternates between informative and uninformative. For each poster, the first feedback message of 
a given valence is always informative and the second feedback message of the same valence is always 
uninformative. This ensures that both positive and negative feedback have equal chances to be 
informative. The system keeps track of the feedback value (informative or uninformative) shown to the 
player locally (for each poster), as well as globally (across posters). Thus, an index to the next informative 
category in the sequence (Relevant Information, Readability, or Space Use) is retained across posters, so 
that on the next iteration the search starts in that category. The assumption behind this design decision is 
that players may infer rules from the same category (day of the fair) upon receiving feedback from that 
category (time of the fair). Cycling through the three categories of feedback first, before descending into 
each category, increases students’ chances of learning as many rules from the feedback as possible.  
 
Feedback Retrieval 
 
As discussed above, the system evaluates each poster and generates an array of rule objects. Each of the 
design features has a corresponding rule object that contains a pool of both positive and negative feedback 
messages. Since informative feedback features are not repeated for a player, only one message per 
feedback valence suffices. In contrast, uninformative feedback consists of several options to create a more 
realistic experience for the player, because uninformative feedback appears many times across posters. For 
example, uninformative feedback phrases are selected from nine different positive phrases (e.g., “Yay! 
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Fairs are fun!”, “I always go to fairs.”, etc.) and nine different negative phrases (e.g., “Hmm, fairs are 
boring.”, “I never go to fairs.”, etc.).  

When a player submits a poster draft, the system first parses the poster according to the 21 graphic 
design principles into an array of rules, each accompanied by its frequency of correct and incorrect uses 
(Step 1 in Table 3). Then, when the player chooses feedback, the feedback system selects a suitable feature 
based on the array of rules by: 1) retrieving the next feature in the priority order for which feedback has 
not been provided already, according to the non-repetition principle (Step 2 in Table 3), 2) examining the 
frequency of use for the feedback valence chosen by the player to decide whether the feedback is 
informative or uninformative, and 3) retrieving and displaying the feedback message to the player (Step 3 
in Table 3). When the priority scheme determines that a particular informative feature is next in line, its 
positive feedback message can only be deployed if the array indicates a correct usage of that feature. 
Similarly, a feature’s negative feedback message is only eligible for retrieval if the array indicates an 
incorrect usage. When informative feedback cannot be generated, the system defaults to the uninformative 
feedback category. For instance, when requesting negative feedback, if the player has not broken any rules 
or has already received negative feedback for all incorrectly used features (feedback for any particular rule 
is not repeated, according to our Non-repetition principle), the player will receive one of the many 
uninformative negative feedback messages (e.g., “I don’t like fairs.”). 
 
METHOD 
 
Participants  
 
One hundred and six grade 8 middle-school students (60 female, 46 male), aged 13 to 14 years, from a 
public middle school in California, participated in a study involving Posterlet in May 2015. All students 
had the same science teacher and the most recent school accountability report card indicates student 
enrollment of 591 5th – 8th graders (56.5% White, 18.1% Hispanic/Latino, 11.2 % Asian/Filipino, 12.9% 
two or more races, 1.4% Other; 8.6% socioeconomically disadvantaged and 5.4% English language 
learners). Table 4 provides a summary of the school and participants’ information, with income data 
retrieved from http://factfinder2.census.gov based on the school’s location.   
 

Table 4. School and participant information 

 
Median Family Income 

 
Grade 

 
Age Range 

Posterlet (n = 106) 
Females Males 

$143,889 8th 13 - 14 60 46 
 
Procedure, Materials, and Design 
 
The Posterlet game was included as one of a series of activities in an unrelated study. The procedure was 
the same for all students: participants arrived in their science classroom and were informed about the 
activities unfolding during their class period. Students logged on and played the game individually for an 
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average of M = 14.8 minutes (SD = 4.07). Eight students did not complete the Posterlet game due to time 
considerations, so we excluded these students from our analyses. We also excluded nine students for 
whom we did not receive consent. Thus, we included n = 89 students (50 females, 39 males) in the 
analyses. Some parents did not provide consent to sharing their children’s grades or standardized test 
scores, so we removed students from the data set as needed, depending on the analyses we conducted. For 
example, we excluded all students whose parents did not consent to disclosing school grades from the 
analyses that pertained to school grades, but we included them in analyses related to the Posterlet game 
measures. 

 
Measures 
 
We analyzed choice and learning (performance on the poster task and achievement in school) measures. 

 
Choices. We focused on two measures of students’ choices: Feedback and Revision. Negative 

Feedback (NF) is a whole number representing the total amount of negative feedback chosen by the 
student across the game and it ranges from zero (i.e., only positive feedback was chosen) to nine (only 
negative feedback was chosen). Note that participants have control only over their feedback valence 
(positive or negative), not over their feedback value (informative or uninformative). We also recorded the 
amount of negative feedback students chose by game round into the following measures: Negative 
Feedback L1, Negative Feedback L2, and Negative Feedback L3, respectively. Similarly, we recorded the 
amount of positive feedback students chose by game round into the following measures: Positive 
Feedback L1, Positive Feedback L2, and Positive Feedback L3, respectively. On each game round, the 
total amount of negative plus positive feedback chosen equals three. 

The second measure of student choice is Revision, defined as the total number of posters a student 
chose to revise. It is a whole number ranging from zero (i.e., none of the three posters was revised) to 
three (i.e., all three posters were revised). We collected both types of measurements across the game and 
each of the three game rounds. The statistics of our measures across the game (Table 5), as well as the 
histograms depicted in Figure 4, Figure 5, and Figure 6, indicate non-normal distributions of our measures 
by game round. 

 
Table 5. Descriptive statistics across game: Negative and Positive Feedback, Revision, and Poster Quality 

 
Measures (n = 89) 

 
Mean 

 
SD 

Skewness Kurtosis 
Statistic SE Statistic SE 

Negative Feedback 5.80 2.06 -.55 .25 .02 .51 
Positive Feedback 3.20 2.06 .55 .25 .02 .51 
Revision 2.02 1.02 -.76 .25 -.54 .51 
Poster Quality 36.58 11.48 -1.22 .25 2.38 .51 

 
The negative skewness of Negative Feedback and Revision shown in Table 5 suggests that there are many 
more scores that are higher rather than lower. The positive kurtosis of Negative Feedback suggests a 
distribution with a more acute peak around the mean and fatter tails compared to the theoretical normal 
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distribution, while the negative kurtosis of Revision indicates a distribution with a lower, wider peak 
around the mean and thinner tails. We present descriptive statistics of choices by round and revision status 
in Figure 7, Figure 8, and Figure 9. 

 

 
Figure 4. Histograms of students' Negative Feedback choices by game round 
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Figure 5. Histograms of students' Revision choices by game round 
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Figure 6. Histogram of students' poster performance, Poster Quality, by game round 
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Figure 7. Histograms of students’ Negative Feedback choices by revision status on the first game round 
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Figure 8. Histograms of students’ Negative Feedback choices by revision status on the second game round 
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Figure 9. Histograms of students’ Negative Feedback choices by revision status on the third game round 

 
Duration. We measured the time students spent on poster design across the game (Game Duration in 

seconds), as well as at each game round. Each round corresponds to posters created for a specific booth 
(the first poster on that round and a potential revision). We also measured students’ time spent reading the 
feedback across the game (Feedback Duration in seconds), as well as on each game round. 

In-Game Learning Performance. Poster scores are used as measures of students’ in-game 
performance. They are determined automatically by the feedback system. Each of the 21 graphic design 
principles could be used correctly, used incorrectly, or not used at all, in different situations on the same 
poster or across the game. The scoring of a poster keeps track of the number of times a feature is used 
correctly (correct count) and incorrectly (incorrect count), on each poster. Thus, we define a tuple 
(feature, correct count, incorrect count) for each feature. When a feature is not used (i.e., it is not present 
on the poster or not applicable), the values of correct count and incorrect count are both zero, whereas 
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when a feature is used either correctly or incorrectly on a poster, one or both of the counts are strictly 
positive. For example, three different text boxes can use different font styles, two easily readable and one 
difficult to read. In this case, the system computes a tuple, (font style readable, 2, 1), by increasing the 
correct count of the “font style readable” feature to two and the incorrect count of the feature to one. 
Then, the feedback system scores each feature by assigning: 
(a) one point, if the feature is always used correctly but with no incorrect uses, (feature, correct count > 

0, 0). For example, a feature that is used once correctly and never incorrectly, (feature, 1, 0), is scored 
with 1. 

(b) minus one point, if the feature is used incorrectly, regardless of any correct uses, (feature, correct 
count, incorrect count). For example, a feature that is used once correctly and once incorrectly, 
(feature, 1, 1), is scored with -1. 

(c) zero points, if the feature is not used on the poster, (feature, 0, 0). For example, a graphics size 
feature on a poster with no graphics is scored with zero. 

 

Figure 10. Histogram of students' poster performance, Poster Quality, summed across all game rounds 

 
As a final step, individual feature scores were summed up to create an individual Poster Score 

ranging from -21 to 21. Then, individual poster scores for each of the three rounds were combined to 
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create the overall Poster Quality score. The histogram of the Poster Quality measure shown in Figure 10 
indicates a non-normal distribution. The negative skewness of Poster Quality shown in Table 5 suggests 
that there is a larger number of higher than of lower scores. The positive kurtosis of Poster Quality 
suggests that the distribution has a more acute peak around the mean and fatter tails compared to the 
theoretical normal distribution. 

In-school Performance. Three sets of measures were used as indicators of student achievement 
outside the game: Science grades, Math grades, and STAR (Standardized Testing and Reporting) scores 
(ELA-CST and Math-CST). We received the average yearly Science grades for all the students (n = 106) 
and Mathematics grades for a subset of students (n = 65). For the Mathematics grades, we obtained 
students’ grades for the first three trimesters of the current academic year (Math Trimester 1, Math 
Trimester 2, and Math Trimester 3) and we computed a total average across these three grades (Math 
Grades). Finally, we also employed n = 85 STAR scores in English Language Arts (ELA-CST) and 
Mathematics (Math-CST) from two years prior to running our study, administered when these students 
were in grade 6. These were the last available tests, because California standardized achievement tests 
were not administered in 2014, due to the transition period to the new Common Core tests. 

 
Data Analyses 

 
Correlations and General Linear Models. We conducted several nonparametric Spearman correlations, as 
well as regressions and ANOVAs, to assess the degree of association among our measures.  
 
Multilevel Modeling: Developing a Two-Level Hierarchical Linear Model of Individual Change. We built 
multilevel categorical generalized linear mixed models (GLMMs) using the lme4 package (Bates, 
Maechler, Bolker, & Walker, 2015) glmer multilevel analytic routine with a Binomial error distribution in 
the R Language (R Core Team, 2016) to gain an insight into students’ individual revision change based on 
repeated observations for each student. There are many formal specifications for these models in the 
literature (Heck, Thomas, & Tabata, 2013; Raudenbush & Bryk, 2002). We examine the change in 
revision over time (i.e., each game round), within and between students, so we model the probability of 
revising (Y=1). We focus on the effect of internal (in-game) and external (in-school) performance on 
revision over time. Here, time denotes the game round in the Posterlet assessment instrument when 
revision was measured, being coded as: 0 (round1), 1 (round2), and 2 (round3).  

We constructed two-level models, where Level 1 represents repeated measures of revision across the 
three rounds of the game nested into Level 2, which represents the students. The intercept is defined as the 
natural log of the odds that Y = 1 (e.g., a student is revising) when all the predictors X (e.g., time) in the 
model are zero. The intercept is the level of the outcome (e.g., whether the student chose to revise or not) 
at a point in time (e.g., on round 1). That way, we can compute the likelihood that a student revises on any 
round of the game. These types of models enable the examination of differences in revision at several time 
points between groups of individuals. 
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Results 
 

1. Examining the relation between students’ choices and learning in the assessment environment 
 
These analyses are organized into three questions: 
a. Do choices to seek negative feedback and to revise correlate with poster performance in our assessment 

environment?  
b. Do choices and in-game learning change over time? 
c. Do choices and time spent on feedback affect in-game performance? 
 
1a. Do choices to seek negative feedback and to revise correlate with poster performance in our 
assessment environment?   

 
Validation of choice is an important step in developing choice-based assessments that focus on the 
learning process (i.e., students’ strategies, such as choosing to seek negative feedback, while solving a 
problem). If there is a positive association between students’ choices and their performance, we can more 
confidently look at choice as a first-order construct for learning and focus on refining a new wave of 
choice-based assessments centered on this construct. We can also teach students who struggle to choose 
helpful strategies that would lead to better performance and learning. In our previous research, we found 
that the more the students chose to seek negative feedback and to revise, the more they learned from the 
game. This was evidenced by both their improvement from the initial posters to the final posters and their 
performance on a post-test of graphic design principles (Cutumisu, Blair, Chin, & Schwartz, 2015).  

For this current study, Table 6 shows the Spearman correlations between the non-normally 
distributed choice (Negative Feedback and Revision) and poster design performance (Poster Quality) 
measures. Due to time constraints in this study, we were not able to administer an outside post-test of 
graphic design principles. 
 

Table 6. Spearman correlations between negative feedback, revision, and in-game performance 

Measures (n = 89) Revision Poster Quality  
Negative Feedback   .40** .37** 

Revision --          .26* 
** p < .01                  * p < .05 

 
We found that poster performance correlated moderately with both choices (Cohen, 1988), but more 

strongly with Negative Feedback. To clarify the contribution of each choice to learning, we conducted a 
standard linear regression by entering Negative Feedback and Revision together to predict Poster Quality. 
The prediction model was statistically significant, F(2, 86) = 9.13, p < .001, accounting for approximately 
17% of the variance of Poster Quality (R Square = .17, Adj. R Square = .16). However, examination of the 
coefficients reveals that while Negative Feedback was a significant predictor for Poster Quality (Beta = 
.37, p = .001, t(88) = 3.40), Revision was not [Beta = .10, p = .34, t(88) = .95]. 
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1b. Do choices and in-game learning change over time?  
 
We examined how students’ in-game choices and learning varied across the game rounds to better 
understand the choice-performance relation. 

First, we focused on the choices and in-game performance over the three rounds of the game. We 
conducted a repeated-measures analysis of variance to examine the individual change over time of the 
choices and performance, respectively. We found that performance (Poster Quality) improved across the 
game: Round 1 = 11.26, Round 2 = 12.71, Round 3 = 12.62; Wilks’ Lambda = .91, F(2, 87) = 4.53, p = 
.013, multivariate partial eta squared = .09, so Poster Quality can also be considered a measure of 
learning. Pairwise comparisons revealed a significant difference between Round 1 and each of the Rounds 
2 and 3, but no significant difference between Rounds 2 and 3. It is possible that students found a good 
strategy on Round 2 and they did not change it substantially on Round 3. We identified the same pattern 
of results for Negative Feedback across the game: Round 1 = 1.53, Round 2 = 2.22, Round 3 = 2.04; 
Wilks’ Lambda = .70, F(2, 87) = 19.01, p < .001, multivariate partial eta squared = .30. A reverse pattern 
was identified for Revision, students revising significantly less across the game rounds. Round 1 = .80, 
Round 2 = .66, Round 3 = .56; Wilks’ Lambda = .81, F(2, 87) = 10.18, p < .001, multivariate partial eta 
squared = .19. We found that the shape of the revision decline trend was linear, not quadratic, suggesting a 
constant rate of individual decline in revision over time, slowing down from round 2 to round 3. 

We conducted Spearman correlations on each poster round, because the variables involved in the 
analysis were also not normally distributed. On each of the second and third rounds, poster performance 
correlated with negative feedback choices as shown in Table 7 and, thus, inversely correlated with positive 
feedback. This indicates that the more the students choose negative feedback on rounds two and three, the 
better their posters are on those rounds.  
 

Table 7. Spearman correlations between poster performance and choices on each game round 

Measures (n = 89) Negative Feedback Revision 
Round 1 

Poster Quality 
.20 .10 

Round 2  .27* .08 
Round 3   .30**   .33** 

** p < .01                  * p < .05 
 
We did not find this relation on the first game round, perhaps because students were engaging in 

exploration on the introductory round and had not yet discovered a strategy for effective poster design. 
Importantly, looking at the first poster students created, before they received any feedback, there was no 
correlation between initial poster quality and the total amount of negative feedback chosen by students 
across the game (rho = -.08, p = .44). This lack of correlation on initial poster quality indicates that it is 
not just higher-performing students (i.e., performing well on their posters at the beginning of the game) 
who choose negative feedback and do well on their posters. In other words, choosing negative feedback is 
not serving as a proxy for incoming student diligence or ability. 
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1c. Do choices and time spent on feedback affect in-game performance? 
 
We examined within-subject differences (i.e., comparing students to themselves) between choices 

and learning to further explore whether choosing negative feedback may help all students improve their 
performance. First, we investigated how students’ choices of negative feedback were related to the time 
they spent reading the feedback. We examined the last two rounds of the game, when students presumably 
had settled on a learning strategy (i.e., choosing negative feedback and revising). The first round was 
fairly noisy because students were first introduced to the game and they were exploring its options and 
interface. We computed two measures, Differential Feedback Dwell Time and Differential Negative 
Feedback. To obtain the Differential Feedback Dwell Time measure, we subtracted the amount of time 
each student took to read the feedback on the second round from the amount of time that student took to 
read the feedback on the third round. Similarly, to obtain the Differential Negative Feedback measure, we 
subtracted the amount of negative feedback a student chose on the second round from the amount negative 
feedback that student chosen on the third round. That way, we could examine how a student’s change in 
the amount of chosen negative feedback was related to that same student’s feedback dwell time, 
essentially controlling for achievement level by comparing students to themselves at different time points. 
We conducted a Spearman correlation and found an association between Differential Feedback Dwell 
Time and Differential Negative Feedback, as shown in Table 8. This indicates that a student who spends 
more time reading feedback from Round 2 to Round 3 also chooses more negative feedback from Round 2 
to Round 3.  

Next, we examined whether a closer read of the feedback also materialized into better poster 
performance. Therefore, we computed the Differential Poster Quality measure by subtracting a student’s 
score on the first poster designed on Round 2 (before any revision) from that student’s score on the last 
poster designed on Round 3 (after any revision). We found that Differential Feedback Dwell Time was 
positively associated with Differential Poster Quality, as shown in Table 8. This indicates that a student 
who spends more time reading the feedback from Round 2 to Round 3 also shows a poster performance 
improvement from Round 2 to Round 3. This result implies that, indeed, paying attention to feedback 
drives learning and performance gains. 
 
Table 8. Spearman correlations between dwell time, negative feedback, and performance from Round 2 to Round 3 

Measures (n = 89) Differential Negative Feedback Differential Poster Quality 
Differential Feedback Dwell Time .29** .24* 

** p < .01                  * p < .05 
 
2. Examining the relation between students’ choices and outside measures of their school achievement   
 
The first set of analyses confirmed our hypothesis that in-game choices (negative feedback and revision) 
are associated with in-game performance (performance on the poster designs). Thus, students’ behaviors 
while learning are as important as their performance outcomes and deserve much attention when 
developing assessments. The next question is whether assessing choices within the game reveals anything 
about performance outside of the game. This is equally important, because learning skills, such as seeking 
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feedback and revising, may affect achievement in school. These analyses are organized into two main 
research questions: 
a. Do choices to seek negative feedback and to revise correlate with in-school performance?  
b. Does in-school performance mediate students’ revision choices over time? 
 
2a. Do choices to seek negative feedback and to revise correlate with in-school performance?  
 
To investigate if in-game choices correlate with in-school learning outcomes, we used two types of 
measures: (1) school grades in Science and Mathematics collected during the academic year in which we 
conducted our study and (2) standardized test scores in English Language Arts and Mathematics collected 
two years before we conducted our study. The latter were employed because of a lack of standardized tests 
administered in California during the transition period from the STAR to the Common Core tests. 

First, we employed students’ Science and Mathematics grades. For these analyses, in addition to the 
students who did not complete all three posters, we excluded the students who did not provide consent for 
disclosing grades. Table 9 shows the relevant correlations. We found that the choice to seek negative 
feedback did not correlate with the Science Grade or with the Math Grade. However, Revision correlated 
with both in-school achievement measures (Science Grade and Math Grade). We did not find an 
association between poster performance (Poster Quality) and students’ Science and Mathematics grades. 
 

Table 9. Spearman correlations between negative feedback, revision, performance, and school grades 

Measures Science Grade (n = 89) Math Grade (n = 57) 
Negative Feedback .15 .21 
Revision     .30**   .30* 
Poster Quality .06 .04 

** p < .01 * p < .05 
 

Second, we employed students’ STAR scores in ELA and Mathematics collected when the students 
were in grade 6. For these analyses, we excluded students who did not complete all three posters, as well 
as those who did not provide consent for STAR score disclosure. We found that negative feedback 
moderately correlated with the Math-CST score, but choices and in-game performance did not correlate 
with ELA-CST, as shown in Table 10. We found no correlations between students’ poster performance and 
students’ grade 6 STAR scores in ELA and Mathematics. We tested the relations between all our measures 
and we found that they were linear. 
 

Table 10. Spearman correlations between choices and STAR (Standardized Testing and Reporting) achievement 
scores in ELA and Mathematics collected two years prior to this study, when students were in grade 6 

Measures (n = 75) ELA-CST Math-CST 
Negative Feedback .23  .29* 
Revision .18 .19 
Poster Quality .19 .11 

** p < .01 * p < .05 
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2b. Does in-school performance mediate students’ revision choices over time? 
 
In the previous analyses, we found that students’ current Science and Math grades were highly 

correlated (rho = .75, p < .01), however, we used only the complete Science scores in our analyses, 
because a third of the students’ Math grades were missing. We did not include the STAR scores in our 
further analyses because we did not find any correlations between Revision and students’ STAR scores. 

We conducted a new analysis to explore the relation between Revision and students’ Science Grades. 
This analysis brings value to our initial correlational analyses, specifically because it can provide 
information regarding students’ likelihood to revise at any point in the game and their revision trends, as 
well as reveal how other covariates (e.g., Science Grade) affect students’ likelihood to revise over time. 
Hence, we can explore students’ likelihood to revise at the beginning and throughout the game, as well as 
whether they revise at different rates across the game. We built three models incrementally, starting from 
the null model (Model 0) and adding fixed effects at each step. We found that Model 1 was a significantly 
better fit than Model 0, and that Model 2 was a significantly better fit than Model 1, as shown in Table 12. 
The fit of the models was computed using the Laplace maximum likelihood approximation. 

Model 0: We explored whether a GLMM method was needed to analyze the data. For this, we started 
with a null model (i.e., a model with a random intercept and no predictors) that partitions and quantifies 
the overall variance across students, to find out whether any of the variance of the model comes from 
individual differences, as shown in Table 11. Thus, we computed the intraclass correlation (ICC), which 
constitutes the variance between individuals divided by the total variance (between and within 
individuals). The Level 1 variance for a Binomial distribution is estimated as π2/3 (i.e., approximately 
3.29; Heck, Thomas, & Tabata, 2013, p. 179). Thus, ICC = 1.786 / (1.786 + 3.29) = 41%, where the 
variance of Level 2 in Model 0 was 1.786. This value exceeds the 5% threshold, so we can assume 
statistically significant variability in intercepts between students, justifying the development of a 
multilevel model (Heck, Thomas, & Tabata, 2010, p. 25). Therefore, in Model 0, 41% of the total variance 
in initial revision comes from the students. The intercept constitutes the predicted log odds when all 
variables in the model are 0. The predicted probability (73%) based on the estimated intercept log odds 
coefficient in Model 0 (.994, p < .001; odds ratio = 2.7) can be interpreted as the percentage of students 
who revise across the entire game (time is not included in this model). In this case, the log odds intercept 
constitutes the grand mean log odds coefficient across all three game rounds. Thus, in Model 0, students 
are 2.7 more likely to revise than not to revise in Posterlet. 

Model 1: We then explored all the combinations between fixed and random effects for this data set 
with the variables selected, but they did not improve the fit of the models presented in Table 12. We 
investigated other variables that could account for differences in Revision between students. We examined 
the relation between revision and in-school performance (Science Grade). Then, we added Science Grade 
as a covariate in Model 1 to explore how it affects students’ likelihood to revise across the game and 
potentially explain some of the variance found in Model 0. We computed ZScience, the normalized Z-
scores of Science Grade to facilitate result interpretation and we added it as a fixed effect to Model 0. We 
found that, in Model 1, 27% of the total variance in initial revision originates from the students. Results 
indicate a main effect for ZScience, indicating that students’ Science grades are significantly related to 
students’ likelihood to revise. The predicted probability (72%) based on the estimated intercept log odds 
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coefficient in Model 1 (.932, p < .001; odds ratio = 2.54) can be interpreted as the percentage of students 
who revise across the entire game (time is not included in this model either). Thus, in Model 1, students 
are 2.54 more likely to revise than not to revise in Posterlet.  

Model 2: As we mentioned before, we found that a model with a random intercept and a random 
slope did not improve the model fit, so we considered time a fixed effect. Model 2 shown in Table 11 is 
built by adding time and the interaction of ZScience with time as fixed effects to Model 1 to investigate 
whether the relation between students’ Science Grades and revision varies between students over time. 
The time coefficient suggests that students’ likelihood of revising decreases significantly (log odds = -
.805, p < .001) over each time interval. It is possible that, as they improve their original designs, students 
do not feel the need to revise as often. It is also possible that, as the game progresses, the task is becoming 
tiresome. The predicted probabilities for all three levels of time can be obtained by first adding the log 
odds of the time and intercept. In Model 2, where we included the time fixed effect, the estimated intercept 
log odds coefficient was 1.860. For example, at time 0 (i.e., on Round 1), the log odds of revising are 
1.860, with odds ratio e1.860 = 6.42 and an estimated probability of 86% (= 6.42/7.42), which constitutes 
the percentage of students who revised on Round 1 (i.e., students are 6.42 more likely to revise than not to 
revise at the beginning of the study). Similarly, the estimated probability for students who are likely to 
revise is 74% = 2.87/3.87 on Round 2 (the estimated log odds of revising are 1.055 = 1.860 – .805 and the 
corresponding odds ratio is 2.87), and 56% = 1.28/2.28 on Round 3 (the estimated log odds of revising are 
.25 = 1.860 - .805 - .805 and the corresponding odds ratio is 1.28). The correlation between the change 
(time slope) and the initial status (intercept) is negative (-0.764), indicating that students revise more 
initially but they tend to revise less over time. Results show no interaction between ZScience and time, 
suggesting that students’ revising behaviors over time are not influenced by their science grades. Thus, 
lower-achieving students are not any less likely to revise than their higher-achieving peers. In Model 2, 
35% of the variance in initial revising resides between students. This indicates that Model 2 can be refined 
further by exploring other covariates to better fit the data. 
 

Table 11. Generalized linear mixed models built to predict the Revision dichotomous outcome 

Model 0 (Null Model): Random effect – intercept 
                ηti = β0i                      (Level 1 Model) 
                β0i = ϒ00 + u0i           (Level 2 Model) 
Model 1: Random effect – intercept. Fixed effect – Science Grade 
                ηti = β0i + β1i (SCIENCE) 
                β0i = ϒ00 + u0i 
                β1i = ϒ10  
Model 2: Random effect - intercept. Fixed effects – Science Grade, time, Science Grade*time.  
                ηti = β0i + β1i (SCIENCE) + β2i TIMEti + β3i (SCIENCE*TIMEti) 
                β0i = ϒ00 + u0i 
                β1i = ϒ10 
                β2i = ϒ20 
                β3i = ϒ30 
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Table 12. Revision (1=revised, 0=not revised) across time, GLMM fixed and random effect estimates with standard 

errors 

Parameter Model 0 (df=2) Model 1 (df=3) Model 2 (df=5) 
β SE β SE β SE 

Intercept (ϒ00) .994*** .23 .932*** .21  1.860*** .36 
SCIENCE (ϒ10)   .712*** .20 .910** .31 
TIME (ϒ20)     -.805*** .22 
SCIENCE*TIME (ϒ50)     -.109 .19 
Variance Var(int) AIC Var(int) AIC Var(int) AIC 
Components 1.786 362.10 1.254 346.93 1.787 336.37 

Var(int): Intercept Variance, AIC: Akaike Information Criterion  
 

DISCUSSION, LIMITATIONS, FUTURE WORK, AND IMPLICATIONS 
 
An assessment of students’ choices provides a new approach for formative assessment and evaluating 
process skills that have been elusive to more traditional testing, but are of great interest to many educators. 
Traditionally, choice has been considered as simply a source of motivation for learning (Iyengar & 
Lepper, 1999). However, the results presented here, as well as in our previous work, make an argument 
for choice as an important factor that predicts learning (Cutumisu, Chin, & Schwartz, 2014). We examined 
the relation between students’ in-game choices and their in-game and in-school learning performance. We 
described our assessment, including this manuscript’s main contribution, the automatic feedback system, 
which enabled us to examine the relationships among feedback, revision, and learning performance. The 
study results show that the degree to which students choose negative feedback and revise correlates with 
multiple measures of learning. Moreover, we examined how different measures of learning influence 
students’ probability to revise their work over time. 

Choices and In-game Performance Outcomes. We investigated whether choices that students make in 
a short online game while designing posters could reveal anything about students’ performance in the 
same environment, to solidify our use of choice as a central focus for new assessments of learning 
processes. Both choices to seek negative feedback and to revise correlated with in-game learning, though 
the regression analysis indicates that students’ choice of negative feedback is a better predictor for the 
overall quality of the posters than revision. This result echoed our previous studies (e.g., Cutumisu, Blair, 
Chin & Schwarz, 2015; Cutumisu & Schwartz, 2014; Cutumisu & Schwartz, 2016) and it suggests that the 
choice to seek negative feedback may be more important for in-game performance than the choice to 
revise and that it should be pursued further. Finally, choosing negative feedback and choosing to revise 
one’s poster were strongly correlated both across the game and particularly on the last game round, where 
students potentially found a stable strategy for successful poster design. Although we cannot determine 
whether negative feedback causes students to revise or whether students who revise are more inclined to 
choose negative feedback, the strength of the correlation between choices here and in all our previous 
research prompts more in-depth analyses in future studies. 
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Choices and Out-of-game Performance Outcomes. We investigated whether choices that students 
make in the game environment could reveal anything about students’ performance outside our assessment 
environment. This analysis aimed to strengthen the validity of choice as a central construct in assessments 
that reach beyond a game medium. Both choices were positively associated with school measures of 
performance. As in our previous research (Cutumisu, Blair, Chin, & Schwartz, 2015), the correlations 
with outside measures were not as consistent across our choices. Moreover, we did not find an association 
between poster performance and students’ current Science/Mathematics grades or their prior ELA/Math 
STAR scores. We expect that we can improve the precision and reliability of our in-game performance 
measures through multiple design iterations and refinement of our poster quality measure. The results 
indicate a need for more research to determine the factors and conditions that influence these relations. 
Specifically, we found that the more the children revised within the game-based assessment, the better 
their grades were in Science and Mathematics. The GLMM analysis independently confirmed this finding, 
Science Grade predicting Revision, consistent with the strength and direction of correlations reported in 
this study. This analysis suggests that students who achieve better science grades in school tend to revise 
more initially (e.g., perhaps because high-achieving students already know and use good learning 
strategies) but not over time (e.g., perhaps because their posters became better and they felt less need to 
revise). Other research supports the benefic impact of revision on performance. In a MOOC environment, 
researchers found that prompt feedback on drafts improves course outcomes (Kulkarni, Bernstein, & 
Klemmer, 2015). In more structured domains, such as mathematics, researchers found that immediate 
computer-generated feedback, combined with revision, improves grades (Heffernan et al., 2012). Other 
researchers found similar patterns of results between learning choices and learning outcome outside of the 
assessment environment. For example, Conati and Vanlehn (2000) found that when students are prompted 
to choose what kind of self-explanation to provide in a Physics tutor, they learn more from examples. 
Similarly, Aleven and Koedinger (2000) evaluated the effect of reason-giving in a Geometry tutor and 
found that students who were assisted by the tutor improved their test scores and transferred their reason-
giving skills outside the cognitive tutoring environment. Finally, Roll et al. (2011) assessed students’ 
learning choices regarding the use of online learning resources, such as requesting hints from the system 
or using the online glossary in a Geometry Cognitive Tutor intelligent tutoring system. They found that 
the online assessment of metacognition (i.e., students’ choices) correlated with achievement outside the 
tutoring system, indicating that students who make better help-seeking choices learn more mathematics. 
Moreover, students’ help-seeking skills improved and transferred to a new learning context (outside of the 
assessment environment) with lasting effects when the help-seeking tutor was no longer available. 

We also found that the more the children chose negative feedback within the game, the better their 
scores were in their previous standardized state tests in Mathematics. Similarly, students’ class grades in 
science were related to their revision choices. Importantly, these strategies can be taught to lower-
achieving students to help them make better choices that can improve their learning outcomes. In a prior 
study, we showed that these two particular behaviors (choosing negative feedback and revising) can be 
taught and they are especially beneficial to lower-achieving students (Conlin et al., 2015).  

Choices and Performance Over Time. We examined the factors that may influence students’ revision 
choices over time. We found that students’ Poster Quality and amount of Negative Feedback chosen 
increased significantly across game rounds, while their revising significantly lessened. The generalized 
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linear mixed model analyses also revealed that students revised significantly less over time, which is a 
common result for growth models (Heck, Thomas, & Tabata, 2013, p. 186). 

Alternative Explanations. This study was correlational, so it is possible that there are other variables 
that drive the correlations between feedback, revision, and learning performance. First, self-confidence 
and views of intelligence (fixed versus growth mindset) may influence students’ choices between positive 
and negative feedback (Ehrlinger, Mitchum, & Dweck, 2016). For instance, the perception of a trait as 
fixed may lead to avoidance of negative feedback (Dunning, 1995). Second, it may be that students who 
are more diligent also create better posters, choose more negative feedback, and revise more. For example, 
compared to a growth mindset (an incremental theory of intelligence - the belief that intelligence can be 
developed over time), a fixed mindset (an entity theory of intelligence – the belief that intelligence is 
fixed) was found to be associated with decreased attention to corrective feedback or errors (Mangels et al., 
2006). Our within-subjects analyses of the time students spent reading the feedback they chose revealed 
that students who chose more negative feedback from one round to another also performed better on the 
poster design task and spent more time reading the chosen feedback. This result indicates that all students 
who choose negative feedback read this feedback more closely, regardless of their particular mindset.  

Second, another possible mechanism for choosing positive over negative feedback comes from 
construal level theory that describes the relation between psychological distance and the level of 
abstractness of people’s thinking. Specifically, action construals (i.e., ways in which individuals perceive, 
understand, and interpret the world) emphasize that the level of abstraction at which people construe self-
evaluative opportunities influences feedback-seeking preferences. For example, researchers found that 
low-level construals (i.e., more concrete thinking), as well as temporally proximal outcomes, elicit greater 
preferences for favorable (self-esteem protection) feedback. In contrast, high-level construals (i.e., more 
abstract thinking) and temporally distal outcomes lead to a preference for unfavorable (self-evaluation 
utility) feedback (Freitas, Salovey, & Liberman, 2001). Focusing on the process of self-evaluation may 
activate self-enhancement goals (low-level action construals), but focusing on the purpose of self-
evaluation often may activate realistic-assessment goals (high-level action construals; Vallacher & 
Wegner, 1985, 1987; Liberman & Trope, 1998). Thus, some students may have focused on the process of 
choosing and reading the negative feedback that could potentially create discomfort, and hence chose 
positive feedback. Others focused on the utility of choosing negative feedback as a means to improve their 
posters and subsequently sell more tickets and, hence, chose negative feedback. We plan to interview 
students regarding their choices of negative feedback and revision in Posterlet to gain an insight into their 
decision-making processes.  

Third, it was found that students’ moods can play a role in feedback seeking (Trope & Neter, 1994); 
participants in a laboratory setting who were in positive moods sought more negative than positive 
feedback, while participants in bad or neutral moods showed either no preference or sought more positive 
than negative feedback. A future study could explore mood as a factor that could impact students’ choices 
to seek negative feedback. 

Finally, the importance of the domain could also play a role in people’s feedback preferences and it 
may explain the variability in the correlations between choices and in-game versus out-of-game measures. 
For instance, Freitas, Salovey, and Liberman (2001) found that the domain (social versus achievement) 
and feasibility (the ease versus the desirability/utility of acquiring feedback) play a role in people’s 
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feedback preferences, which may affect differentially the relations of negative feedback with in-game 
performance and school grades. Perhaps some students considered the poster design game activity more 
academically relevant than other students and, thus, chose less negative feedback.  

Limitations. Due to time constraints, we were unable to administer an outside post-test of graphic 
design principles as we have done in previous studies. Thus, the study lacks an offline pre-post gain 
measure in the same content domain (i.e., poster design). Instead, we employed students’ achievement 
scores as measures that are independent from our assessment environment and domain content. Although 
we received students’ grades in Science and Mathematics, grades are generally considered noisy 
measures, as they may be more susceptible to showing association through a moderator variable (e.g., 
general attempts). However, we also obtained students’ prior ELA and Mathematics standardized test 
scores as more stable, supplementary in-school measures of students’ academic achievement. Moreover, 
we conducted more powerful statistical analyses involving Science Grade to better understand the relation 
between students’ achievement and choice to revise. 

Implications. This research builds on our prior work to show that that automatic feedback generation 
systems can be successfully embedded even in an open-ended graphic design domain (e.g., digital poster 
design) to benefit learning performance. There are several possible implications of this work for both 
research and instructional purposes. First, the description of this intelligent feedback system enables other 
researchers to apply this framework to other open-ended domains. Second, the flexibility of such short 
assessments that are focused on specific choices (e.g., feedback seeking) enables the development and 
evaluation of a variety of instruction models. Third, negative feedback as a choice can be taught to 
students, now that we have evidence that it is associated with better learning outcomes. Moreover, these 
types of assessments may be used to evaluate students’ willingness to seek constructive feedback, while 
simultaneously providing teachers with live reports automatically generated by the learning analytics 
already embedded in these systems. This would enable both teachers and students to use the feedback 
immediately. Most importantly, these assessments could offer teachers a window into how students 
interact with the feedback, so that teachers can adapt their instruction to best support students’ learning.  

 
CONCLUSIONS 
 
We present a novel feedback system that evaluates the use of graphic design rules in an open-ended digital 
poster design domain and creates customized feedback within a choice-based game assessment 
environment. The game environment is designed for player agency with regards to learning choices and it 
captures students’ willingness to seek negative feedback and to revise. The learning analytics embedded in 
the assessment environment quantified students’ choice and poster performance, facilitating their 
comparison with external or in-school achievement measures. 

We found that choice outcomes were directly related to traditional learning outcomes. Specifically, 
both choices correlated with performance in the game and with each other. The choice to revise correlated 
with students’ current Science and Mathematics grades, while the choice to seek negative feedback 
correlated with their latest standardized Mathematics test recorded two years before this study. This work 
examines important learning strategies that instructors can provide to students and that students can 
employ to improve their learning, in the context of an assessment model centered around choice outcomes 
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rather than solely on traditional learning outcomes. Importantly, the detailed description of the intelligent 
feedback system embedded into our assessment environment may aid other researchers in developing 
similar systems to track students’ process behaviors and to compare the effects of different courses of 
instruction, regardless of a specific curriculum. 
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